
Search for flavour-changing neutral-current interactions 
of a top quark and a gluon with the ATLAS detector in 

pp collisions at 𝑠 = 13 TeV
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Flavour-changing neutral currents (FCNC)
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§ The SM does not include FCNC at tree (Born) level.

§ FCNC exist at loop level, but they are strongly suppressed by the GIM mechanism (CKM unitarity).



Top-Quark FCNC in BSM models and ...
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... current experimental limits

Some 2HDM with flavour-violation 
predict ℬ 𝑡 → 𝑔𝑐 as large as 10!".
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Single top-quark production via top-gluon FCNC
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§ Process also called direct top-quark production.

§ Consider 𝑢𝑔𝑡 and 𝑐𝑔𝑡 processes.

§ Experimental signature

Ø 1 single b-jet

Ø 1 charged high-𝑝# lepton (electron or muon)

Ø Large 𝐸#$%&&



Event selection and validation regions
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Table 1: Summary of selection requirements used to define the four analysis regions. The left column lists the
observables on which the requirements are based. The first part of the table lists requirements which are common to
all four analysis regions. Tight electrons and medium muons were counted based on a ?T threshold of 27 GeV and
they are a subset of the corresponding Loose quality category. Loose charged leptons had to pass a threshold of
?T (✓) > 10 GeV. The transverse mass of the, boson <T (,) is defined in Eq. 1. The e�ciency of the 1-tagging
working point used to identify 1-jets is denoted n1 . The symbol ⇡1 represents one of the NN discriminants defined
in Section 6.

Observable Common requirements

=Tight(4) + =Medium(`) = 1

=Loose(4) + =Loose(`) = 1

⇢
miss
T > 30 GeV

<T (,) > 50 GeV

=( 9) � 1

?T (✓) > 50 GeV ·

⇣
1 �

c� |�q ( 91,✓) |
c�1

⌘

Analysis regions

SR ,+jets VR CC̄ VR C@ VR

=( |[( 9) | < 2.5) = 1 = 1 = 2 = 1

=(1) = 1 = 1 = 2 = 1

n1 30% 60% (veto 30%) 30% 30%

=( |[( 9) | > 2.5) � 0 � 0 � 0 = 1

⇡1(2) – 0.3 < ⇡1(2) < 0.6 – 0.2 < ⇡1(2) < 0.4

small probability for non-prompt electrons or muons occuring in hadron decays, either directly or through357

the decay of a g lepton, to be reconstructed as isolated leptons. The main source were 1-hadron decays in358

jets, but also 2-hadrons and long-lived weakly decaying states such as c± and  mesons contributed. In359

addition, prompt electrons were mimiced by fake electrons which arise by the misidentification of direct360

photons, photons from c
0 decays or bremsstrahlung and photon conversions. Even though the probabilities361

of misidentification were relatively low, generic multÚet events still passed the selection and contributed to362

the background, since their production cross-section was approximatley three orders of magnitude higher363

than the cross-sections of top-quark production processes. As the mechanisms of misidentifaction were364

not well modelled by the detector simulation, the rate of the multÚet background was determined in a365

data-driven way by fitting the ⇢miss
T distribution for events with an electron (electron channel) and the366

<T (,) distribution for events with a muon (muon channel).367

In the electron channel, the multÚet background was modelled using the jet-electron method [83]. Simulated368

events of dÚet production (see Subsection 3.4 for a description of the sample) were selected if they contained369

5th October 2021 – 15:56 11

§ Use extra-tight working point of the b-
tagging algorithm (30% efficiency)
↪ suppress the large 𝑊 + 𝑐-jets and 
𝑊 + light-quark-jets



Estimation of the multijet background
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§ The rate of mis-identifying jets as charged leptons is not well described in simulation.

§ The rate is determined in a data-driven way. 

§ The 𝐸#$%&& (electrons) and 𝑚# 𝑊 (muons) distributions are fitted for estimating the rate of the multijet 
background.

§ The shape is modelled with the jet-electron model (dijet MC with labelling jets electrons) and the anti-muon 
model (collision data with inverting some identification cuts).
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Background composition
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... in the signal region (1-jet-1-b-tag):

+jets 36.8%W

 4.8%VV+jets,Z
Multijet 7.6%

 22.2%qt,tq  28.7%bt,b,Wt,ttt

 SR
ATLAS -1 139 fb,=13 TeVs



Separating signal and background events
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§ Train artificial neural networks (NeuroBayes package) to obtain discriminants separating signal and 
background.

§ One network trained with the 𝑐𝑔𝑡 process as signal:      ⟹ 𝐷' discriminant,
used for the 𝑐𝑔𝑡 analysis and 1𝑢 + 𝑔 → ̅𝑡 signal of the 𝑢𝑔𝑡 analysis (sea quarks in the initial state).

§ The 2nd network is trained with 𝑢 + 𝑔 → 𝑡 events:           ⟹ 𝐷( discriminant
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Evaluation of MC modelling
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§ Evaluate modelling of input variables in validation regions (VRs) and evaluate discriminants in these 
regions.

§ The 𝑡𝑞 VR and the 𝑊 + jets VR is defined by using the discriminants 𝐷' and 𝐷(.
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Result of the maximum likelihood fit
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𝑢𝑔𝑡 analysis 𝑐𝑔𝑡 analysis

Process 𝝁
𝑊) + jets 1.25!*.'")*.',

𝑊! + jets 1.32!*.'-)*.'.

𝑢 + 𝑔 → 𝑡 0.10!*.'.)*.'/

Process 𝝁
𝑊 + jets 1.19!*.'")*.',

c+𝑔 → 𝑡 0.15!*.'")*.'/



Process Pre-fit Post-fit cgt Post-fit ugt

ugt FCNC process 0 0 1200 ± 2100

cgt FCNC process 0 4100 ± 4500 0

tq 138 600 ± 9300 149 200 ± 9400 150 000 ± 10 000

tt̄, tW , t b̄ 179 000 ± 17 000 179 000 ± 14 000 175 200 ± 9700

W+jets 229 000 ± 30 000 281 000 ± 21 000 292 000 ± 18 000

Z+jets, VV 29 700 ± 6000 30 000 ± 6000 29 800 ± 6000

Multijet 47 000 ± 14 000 45 000 ± 14 000 40 000 ± 12 000

Total 650 000 ± 46 000 688 600 ± 2400 688 700 ± 3500

Observed 688 380 688 380 688 380

Post-fit event yield table
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Fitted signal 
yields are 
compatible with 
zero!



Zoom-in plots with excluded signal contribution
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𝑢𝑔𝑡 analysis 𝑐𝑔𝑡 analysis



Cross-section limits
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(a) Full discriminant range. (b) High discriminant range.

Figure 7: The NN discriminant ⇡1 of the 26C search is shown with the post-fit normalisation applied to the stacked
histograms of the di�erent hard-scattering processes. The hatched band represents the postfit uncertainty on the
total event yield in each bin. Correlations among uncertainties were taken into account as determined in the fit. The
histogram (b) shows a zoom-in of the high discriminant region between 0.7 and 1.0.

8.2 Upper limits on cross sections, EFT coe�cients and branching ratios633

Since evidence for an FCNC signal could not be establised based on the fit to the observed NN-discriminant634

distributions, upper limits were set on the cross sections of the D6C and the 26C processes at the 95%635

confidence level (C.L.). The limits were computed by applying the CLB method [92, 93] as implemented in636

the RooFit package [94] to the test statistic637
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(3)

In Eq. (3), the symbols ˆ̀ and Æ̂\ represent the values of the parameters maximising the likelihood function638

and
ˆ̂
Æ\ are the values of the nuisance parameters which maximise the likelihood function for a fixed value of639

`. The obtained upper limits on the cross sections times branching ratios are640

f(D6C) ⇥ B(C ! ,1) ⇥ B(, ! ✓a) < 3.0 pb and (4)

f(26C) ⇥ B(C ! ,1) ⇥ B(, ! ✓a) < 4.7 pb. (5)
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§ No significant excess observed → upper limits on 𝜎 𝑢𝑔 → 𝑡 × ℬ 𝑡 → 𝑊𝑏 × ℬ 𝑊 → ℓ𝜈

Test statistic

§ Observed upper limits: 
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(a) Full discriminant range. (b) High discriminant range.

Figure 7: The NN discriminant ⇡1 of the 26C search is shown with the post-fit normalisation applied to the stacked
histograms of the di�erent hard-scattering processes. The hatched band represents the postfit uncertainty on the
total event yield in each bin. Correlations among uncertainties were taken into account as determined in the fit. The
histogram (b) shows a zoom-in of the high discriminant region between 0.7 and 1.0.

8.2 Upper limits on cross sections, EFT coe�cients and branching ratios633

Since evidence for an FCNC signal could not be establised based on the fit to the observed NN-discriminant634

distributions, upper limits were set on the cross sections of the D6C and the 26C processes at the 95%635

confidence level (C.L.). The limits were computed by applying the CLB method [92, 93] as implemented in636

the RooFit package [94] to the test statistic637
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In Eq. (3), the symbols ˆ̀ and Æ̂\ represent the values of the parameters maximising the likelihood function638

and
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Æ\ are the values of the nuisance parameters which maximise the likelihood function for a fixed value of639
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Expected limits: 2.4 pb and 2.5 pb, respectively.

CLs method 



Interpretation in an EFT
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Use the TopFCNC model based on the FeynRules 2.0 framework inside MadGraph5_aMC@NLO 
to interpret the cross-section limits in the context of an effective field theory.

Based on the model we establish the relations (@ NLO):
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The expected cross-section limits are 2.4 pb and 2.5 pb, respectively. The observed limits are larger than641

the expected ones because a non-zero signal yield is fitted.642

The cross-section limits are interpreted within the TopFCNCmodel [14] which implements an e�ective opera-643

tor formalism and is based on the F���R���� 2.0 framework [95] used inside the M��G����5_aMC@NLO644

event generator. With this setup the cross sections of the FCNC processes under consideration were calcu-645

lated at NLO in QCD, providing a significant improvement over LO calculations, since NLO corrections646

for this class of processes were found to be between 30 % and 80 % [14]3. In the TopFCNC model, the two647

operators O DC

D⌧
and O

2C

D⌧
generate the D6C and 26C processes and the coupling strengths of the corresponding648

vertices are given by the two coe�cients ⇠ DC

D⌧
and ⇠

2C

D⌧
divided by the new physics scale ⇤. The relations649

between the EFT coe�cients and the total cross sections are determined to be650

f(D + 6 ! C) = 2773 ⇥

✓
⇠

DC

D⌧

⇤

◆2

pb TeV2 and (6)

f(2 + 6 ! C) = 719 ⇥

✓
⇠

2C

D⌧

⇤

◆2

pb TeV2
. (7)

Based on the Eqs. (6) and (7) the cross-section limits of Eq. (12) are turned into limits on the EFT651

coe�cients:652
⇠

DC

D⌧

⇤
< 0.057 TeV�1 and

⇠
2C

D⌧

⇤
< 0.14 TeV�1 at the 95 % C.L. (8)

Since the D-quark is a valence quark of the proton, it carries on average a much larger momentum fraction653

than the 2-quark, and thus the cross section of the D6C process is much larger than the cross section of the654

26C process, when considering the same value of the corresponding coe�cient (⇠ DC

D⌧
= ⇠

2C

D⌧
). For a certain655

experimental sensitivity, the sensitivity to ⇠
DC

D⌧
is therefore higher than for ⇠ 2C

D⌧
. However, in many of the656

models mentioned above the predicted values for ⇠ 2C

D⌧
are higher than for ⇠ DC

D⌧
. For this reason, the reach657

for new physics is similar in both cases.658

An alternative and very accessible way of comparing the upper limits on the EFT coe�cient to previous659

results uses the branching ratios of FCNC top-quark decays: B(C ! D + 6) and B(C ! 2 + 6). These660

branching ratios are given as a function of the EFT coe�cients by the relation661

B(C ! @ + 6) = 0.0186 ⇥

 
⇠

@C

D⌧

⇤

!2

TeV2
. (9)

with @ = D, 2 [96], assuming the new physics scale to be ⇤ = 1 TeV and the top-quark width to be662

�C = 1.32 GeV. The resulting upper limits at the 95 % C.L. are663

B(C ! D + 6) < 0.61 ⇥ 10�4 and B(C ! 2 + 6) < 3.7 ⇥ 10�4
. (10)

A comparison of these new results with those of previous measurements is given in Table 4. The new664

bounds are improvements by approximately a factor of two with respect to the previous ATLAS results665

obtained at a centre-of-mass energy of 8 TeV [12]. The bound on the 26C mode is comparable to that of the666

CMS analysis combining 7 and 8 TeV data [11], while the bound on the D6C mode is significantly weaker667

than the CMS one.668

3 While M��G����5_aMC@NLO can be used for a fixed-order calculation at NLO, events for which a matching to a
parton-shower program is needed can only be generated at LO in the current implementation.
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The expected cross-section limits are 2.4 pb and 2.5 pb, respectively. The observed limits are larger than641

the expected ones because a non-zero signal yield is fitted.642

The cross-section limits are interpreted within the TopFCNCmodel [14] which implements an e�ective opera-643

tor formalism and is based on the F���R���� 2.0 framework [95] used inside the M��G����5_aMC@NLO644

event generator. With this setup the cross sections of the FCNC processes under consideration were calcu-645

lated at NLO in QCD, providing a significant improvement over LO calculations, since NLO corrections646

for this class of processes were found to be between 30 % and 80 % [14]3. In the TopFCNC model, the two647

operators O DC
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and O
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generate the D6C and 26C processes and the coupling strengths of the corresponding648

vertices are given by the two coe�cients ⇠ DC
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and ⇠
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Based on the Eqs. (6) and (7) the cross-section limits of Eq. (12) are turned into limits on the EFT651

coe�cients:652
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D⌧

⇤
< 0.057 TeV�1 and

⇠
2C

D⌧

⇤
< 0.14 TeV�1 at the 95 % C.L. (8)

Since the D-quark is a valence quark of the proton, it carries on average a much larger momentum fraction653

than the 2-quark, and thus the cross section of the D6C process is much larger than the cross section of the654

26C process, when considering the same value of the corresponding coe�cient (⇠ DC

D⌧
= ⇠

2C

D⌧
). For a certain655

experimental sensitivity, the sensitivity to ⇠
DC

D⌧
is therefore higher than for ⇠ 2C

D⌧
. However, in many of the656

models mentioned above the predicted values for ⇠ 2C

D⌧
are higher than for ⇠ DC

D⌧
. For this reason, the reach657

for new physics is similar in both cases.658

An alternative and very accessible way of comparing the upper limits on the EFT coe�cient to previous659

results uses the branching ratios of FCNC top-quark decays: B(C ! D + 6) and B(C ! 2 + 6). These660

branching ratios are given as a function of the EFT coe�cients by the relation661

B(C ! @ + 6) = 0.0186 ⇥

 
⇠

@C

D⌧

⇤

!2

TeV2
. (9)

with @ = D, 2 [96], assuming the new physics scale to be ⇤ = 1 TeV and the top-quark width to be662

�C = 1.32 GeV. The resulting upper limits at the 95 % C.L. are663

B(C ! D + 6) < 0.61 ⇥ 10�4 and B(C ! 2 + 6) < 3.7 ⇥ 10�4
. (10)

A comparison of these new results with those of previous measurements is given in Table 4. The new664

bounds are improvements by approximately a factor of two with respect to the previous ATLAS results665

obtained at a centre-of-mass energy of 8 TeV [12]. The bound on the 26C mode is comparable to that of the666

CMS analysis combining 7 and 8 TeV data [11], while the bound on the D6C mode is significantly weaker667

than the CMS one.668

3 While M��G����5_aMC@NLO can be used for a fixed-order calculation at NLO, events for which a matching to a
parton-shower program is needed can only be generated at LO in the current implementation.
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obtained at a centre-of-mass energy of 8 TeV [12]. The bound on the 26C mode is comparable to that of the666
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Limits on the 
branching ratios:

8.2 Upper limits on cross-sections, EFT coe�cients and branching ratios

Since the observed NN-discriminant distributions were found to be compatible with the background-only
hypothesis, upper limits were set on the cross-sections of the D6C and the 26C processes at the 95%
confidence level (CL). The limits were computed by applying the CLs method [94, 95] as implemented in
the RooFit package [96] to the test statistic
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In Eq. (2), the symbols ˆ̀ and Æ̂\ represent the values of the parameters maximising the likelihood function

and
ˆ̂
Æ\ are the values of the nuisance parameters which maximise the likelihood function for a fixed value of

`. The obtained upper limits on the cross-sections times branching ratio are

f(D6C) ⇥ B(C ! ,1) ⇥ B(, ! ✓a) < 3.0 pb and (3)

f(26C) ⇥ B(C ! ,1) ⇥ B(, ! ✓a) < 4.7 pb, (4)

with B(, ! ✓a) = 0.325 being the sum of branching ratios of all three leptonic decay modes of the ,
boson. The expected cross-section-times-branching-ratio limits are 2.4 pb and 2.5 pb, respectively. The
observed limits are larger than the expected ones because non-zero signal yields are fitted.

The cross-section limits are interpreted within the TopFCNC model [14], which implements an e�ect-
ive operator formalism and is based on the F���R���� 2.0 framework [97] used inside the M��-
G����5_�MC@NLO event generator. With this set-up the cross-sections of the FCNC processes under
consideration were calculated at NLO in QCD, providing a significant improvement on LO calculations,
since NLO corrections for this class of processes were found to be between 30% and 80% [14].4 In the
TopFCNC model, the two operators O DC

D⌧
and O

2C

D⌧
generate the D6C and 26C processes, and the coupling

strengths of the corresponding vertices are given by the two coe�cients ⇠ DC

D⌧
and ⇠ 2C

D⌧
divided by the square

of the new-physics scale ⇤. The total cross-sections are found to be related to the EFT coe�cients by

f(D + 6 ! C) = 2773 ⇥

✓
⇠

DC

D⌧

⇤2

◆2

pb TeV4 and (5)

f(2 + 6 ! C) = 719 ⇥

✓
⇠

2C

D⌧

⇤2

◆2

pb TeV4
. (6)

Using Eqs. (5) and (6) the cross-section limits of Eqs. (3) and (4) become limits on the EFT coe�cients:

|⇠
DC

D⌧
|

⇤2
< 0.057 TeV�2 and

|⇠
2C

D⌧
|

⇤2
< 0.14 TeV�2 at the 95% CL. (7)

4 While M��G����5_�MC@NLO can be used for a fixed-order calculation at NLO, events for which a matching to a
parton-shower program is needed can only be generated at LO in the current implementation.
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New results improve previous  ATLAS limits by approximately a factor of 2.
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The cross-section limits are interpreted within the TopFCNCmodel [14] which implements an e�ective opera-643
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event generator. With this setup the cross sections of the FCNC processes under consideration were calcu-645

lated at NLO in QCD, providing a significant improvement over LO calculations, since NLO corrections646
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Since the D-quark is a valence quark of the proton, it carries on average a much larger momentum fraction653

than the 2-quark, and thus the cross section of the D6C process is much larger than the cross section of the654

26C process, when considering the same value of the corresponding coe�cient (⇠ DC
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). For a certain655
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models mentioned above the predicted values for ⇠ 2C
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. For this reason, the reach657

for new physics is similar in both cases.658

An alternative and very accessible way of comparing the upper limits on the EFT coe�cient to previous659

results uses the branching ratios of FCNC top-quark decays: B(C ! D + 6) and B(C ! 2 + 6). These660

branching ratios are given as a function of the EFT coe�cients by the relation661
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with @ = D, 2 [96], assuming the new physics scale to be ⇤ = 1 TeV and the top-quark width to be662

�C = 1.32 GeV. The resulting upper limits at the 95 % C.L. are663

B(C ! D + 6) < 0.61 ⇥ 10�4 and B(C ! 2 + 6) < 3.7 ⇥ 10�4
. (10)

A comparison of these new results with those of previous measurements is given in Table 4. The new664

bounds are improvements by approximately a factor of two with respect to the previous ATLAS results665

obtained at a centre-of-mass energy of 8 TeV [12]. The bound on the 26C mode is comparable to that of the666

CMS analysis combining 7 and 8 TeV data [11], while the bound on the D6C mode is significantly weaker667

than the CMS one.668

3 While M��G����5_aMC@NLO can be used for a fixed-order calculation at NLO, events for which a matching to a
parton-shower program is needed can only be generated at LO in the current implementation.
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Backup: Modelling of input variables
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Limiting uncertainties (@ 13 TeV)
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Table 5: Impact of systematic uncertainties on the expected upper limits on the branching ratios of the FCNC decay
modes B(C ! D + 6) and B(C ! 2 + 6). Four scenarios are considered: (1) include only data statistical uncertainties,
(2) include the experimental systematic uncertainties in addition, (3) include all systematic uncertainties except for
the MC statistical uncertainties and (4) include all uncertainties.

Scenario Description B
exp
95 (C ! D + 6) B

exp
95 (C ! 2 + 6)

(1) Data statistical only 1.1 ⇥ 10≠5 2.4 ⇥ 10≠5

(2) Experimental uncertainties only 3.1 ⇥ 10≠5 12 ⇥ 10≠5

(3) All uncertainties except MC statistical 3.9 ⇥ 10≠5 18 ⇥ 10≠5

(4) All uncertainties 4.9 ⇥ 10≠5 20 ⇥ 10≠5

9 Conclusions695

A search for the production of a single top quark via left-handed FCNC interactions of a top quark, a696

gluon and an up or charm quark was performed. The analysis used the full Run 2 data set recorded with697

the ATLAS detector at a centre-of-mass energy of 13 TeV, corresponding to an integrated luminosity of698

139 fb�1. Events with exactly one electron or one muon, exactly one 1-tagged jet and missing transverse699

momentum were selected, resembling the decay products of a single top quark. A dedicated high-purity700

working point was devised for the identification of 1-jets, reducing the background of , + 2-jets and701

,+ light jets considerably. Neural networks were used for separating signal and background events and702

a binned maximum likelihood fit to the neural-network discriminants was performed for searching for703

a contribution of the D + 6 ! C and 2 + 6 ! C processes. The observed distributions were found to be704

compatible with the background-only hypothesis and therefore upper limits on the production cross sections705

times branching ratios were derived, leading to706

f(D6C) ⇥ B(C ! ,1) ⇥ B(, ! ✓a) < 3.0 pb and

f(26C) ⇥ B(C ! ,1) ⇥ B(, ! ✓a) < 4.7 pb.

The cross section limits were interpreted in the framework of an e�ective field theory, yielding limits on the707

coe�cients of the operators producing the FCNC processes under investigation: ⇠ DC

D⌧
/⇤ < 0.057 TeV�1 and708

⇠
2C

D⌧
/⇤ < 0.14 TeV�1 at the 95% confidence level. These limits are also expressed in terms of branching709

ratios of corresponding FCNC top-quark decays, resulting in710

B(C ! D + 6) < 0.61 ⇥ 10�4 and B(C ! 2 + 6) < 3.7 ⇥ 10�4
.

The new bounds improve previous ATLAS results obtained at a centre-of-mass energy of 8 TeV [12] by711

approximately a factor of two.712
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Experimental and modelling uncertainties contribute to the limitation of the sensitivity.


